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ABSTRACT

We investigate star forming scaling relations using Bayesian inference on a comprehensive data sample of low-

(z<0.1) and high-redshift (1<z<5) star forming regions. This full data set spans a wide range of host galaxy stellar

mass (M∗ ∼ 106 − 1011 M�) and clump star formation rates (SFR ∼ 10−5 − 102 M� yr−1). We fit the power-law

relationship between the size (rHα) and luminosity (LHα) of the star forming clumps using the Bayesian statistical

modeling tool Stan that makes use of Markov Chain Monte Carlo (MCMC) sampling techniques. Trends in the scaling

relationship are explored for the full sample and subsets based on redshift and selection effects between samples. In

our investigation we find no evidence of redshift evolution of the size-luminosity scaling relationship, nor a difference

in slope between lensed and unlensed data. There is evidence of a break in the scaling relationship between high and

low star formation rate surface density (ΣSFR) clumps. The size-luminosity power law fit results are LHα∼ rHα
2.8

and LHα∼ rHα
1.7 for low and high ΣSFR clumps, respectively. We present a model where star forming clumps form

at locations of gravitational instability and produce an ionized region represented by the Strömgren radius. A radius

smaller than the scale height of the disk results in a scaling relationship of L ∝ r3 (high ΣSFR clumps), and a scaling
of L ∝ r2 (low ΣSFR clumps) if the radius is larger than the disk scale height.
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1. INTRODUCTION

Understanding the star formation properties in high-

redshift galaxies is crucial for understanding galactic

formation and evolution. Star formation rates at high-

redshift (z∼2) are an order of magnitude higher than at

z∼0 (Hopkins 2004; Hopkins & Beacom 2006; Madau &

Dickinson 2014), indicating that the majority of stellar

mass and galactic substructure are established at early

times. Rest frame UV Hubble Space Telescope (HST )

imaging surveys implied star formation occurred in ir-

regular morphologies (e.g., Elmegreen et al. 2004a,b;

Law et al. 2007a), while ground-based spectroscopic

surveys confirmed the large global star formation prop-

erties of high-redshift galaxies (Shapley et al. 2003;

Law et al. 2007a). Yet these early surveys were unable

to resolve individual star forming regions (“clumps”)

to study their internal kinematics and sizes. Studying

the properities of individual high-redshift star forming

clumps is imperative for comparing their properties to

that of local H II regions and starburst regions, and for

understanding their star formation mechanisms.

Integral field spectrographs (IFS) have been revolu-

tionary for studying the resolved morphologies and kine-

matics of high redshift galaxies (Glazebrook 2013). Us-

ing an IFS in combination with Adaptive Optics (AO)

yields superb spatial resolutions, down to ∼ 800 pc at

z ∼ 1. This has allowed for detailed ionized gas kine-

matic studies of high-redshift galaxies and their individ-

ual clumps (Förster Schreiber et al. 2006, 2009, 2011;

Genzel et al. 2006, 2008, 2011; Law et al. 2007b, 2009;

Wright et al. 2007, 2009; Shapiro et al. 2008; Épinat

et al. 2009, 2012; Swinbank et al. 2009, 2012a,b; Jones

et al. 2010; Mancini et al. 2011; Livermore et al.

2015; Wisnioski et al. 2012, 2015; Newman et al.

2013; Buitrago et al. 2014; Stott et al. 2014, 2016;

Leethochawalit et al. 2016; Mieda et al. 2016; Molina

et al. 2017). The kinematics of these galaxies have

shown large turbulent disks that have high velocity dis-

persions (>>10 km s−1). These high-redshift disks have

had their Toomre parameter, Q, measured to be less

than 1 (Toomre 1964), and therefore gravitational in-

stability (Elmegreen et al. 2008; Genzel et al. 2011)

may cause disk fragmentation and clump formation (e.g.

Bournaud et al. 2007; Elmegreen et al. 2008; Man-

delker et al. 2014).

In a large HST imaging-survey, Guo et al. (2015)

finds that the majority of high-redshift galaxies con-

tain one or more off-center clumps, where the num-

ber of clumps per galaxy is decreasing with redshift

to z ≈ 0.5. These clumps are larger than local Giant

Molecular Clouds (GMCs) and H II regions with size

scales on the order of ∼ 1 − 3 kpc, and only a small

number of clumps in each galaxy as opposed to hun-

dreds of GMCs and H II regions in local galaxies. One

interpretation is that these massive clumps coalesce to

form or grow the bulge of their host galaxy, spiraling to-

wards the center due to the effects of dynamical friction

(Bournaud et al. 2007; Elmegreen et al. 2008). The

migration of massive clumps towards the center of the

host galaxy is thought to occur on timescales of ∼ 2− 3

orbital times (Dekel et al. 2009; Ceverino et al. 2012;

Bournaud et al. 2014; Mandelker et al. 2014, 2017).

This process would then lead to the exponential disk

structure we typically see in local spiral galaxies (Bour-

naud et al. 2007).

The ability to measure resolved clump properties pro-

vides insight into the physical processes driving high-

redshift clump formation, and how these systems evolve

into local galaxies. To explore the driving formation

mechanisms, star formation scaling relations of high-

redshift clumps are often compared to local analogs like

H II regions. The relationships between clump size, lu-

minosity (usually in Hα; LHα), and velocity dispersion

have been investigated in various studies with differing

results (Genzel et al. 2011; Wisnioski et al. 2012;

Livermore et al. 2012, 2015; Mieda et al. 2016).

In comparison to local H II regions, Livermore et al.

(2012, 2015) (the latter including data from Jones et

al. (2010)) find there is an offset to higher luminosities

in their lensed, high-redshift clumps. However, both

Wisnioski et al. (2012) and Mieda et al. (2016) find

that the power-law relating clump size and luminosity

for unlensed high-redshift samples extend well to local

H II regions, with Wisnioski et al. (2012) finding the

relationship LHα ∝ r2.72±0.04 when including local H II

and giant H II regions. In order to determine whether

these scaling relationship differences are due to redshift

evolution, selection biases between studies, and/or in-

trinsic scatter requires additional local and high-redshift

investigations.

An important consideration for studying high-redshift

scaling relations is which local analogs to use as a com-

parison sample. Often H II regions like those found in

the SINGS survey (Kennicutt et al. 2003) are used as

these comparative local analogs. However, high-redshift

star forming clumps are sometimes found to be orders

of magnitude more luminous than local H II regions

(Swinbank et al. 2009), and may in fact be scaled

up versions of more extreme giant H II regions such

as 30 Doradus (Swinbank et al. 2009; Jones et al.

2010; Wisnioski et al. 2012). The DYNAMO survey

(Fisher et al. 2017) provides another set of local clump

analogs in turbulent galaxies that have similar proper-

ties to high-redshift clumps. Within the Milky Way
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there are distinctions between star forming regions based

on size-scale, where GMCs are 1 to 2 orders of magni-

tude smaller than Molecular Cloud Complexes (MCCs).

Nguyen-Luong et al. (2016) investigate a power-law

break in varying star formation laws based on the dif-

ferences between GMCs and MCCs that indicate MCCs

may provide another analog to the high-redshift clumps.

We gathered a comprehensive data set from the liter-

ature to form a robust comparative sample in Section 2

to investigate possible causes of variation in the scaling

relations between different samples. In Section 3 we dis-

cuss the Markov Chain Monte Carlo (MCMC) method

developed to fit a power-law to clump sizes and lumi-

nosities. In Section 4, we present the results of this

fitting method for a range of data subsets to investigate

the clump size-luminosity scaling relationship. We ap-

ply a broken power-law fit to this relationship based on

the star formation rate surface density, as presented in

Section 4.1. The possible effects of beam smearing on

the measured clump properties and scaling relations are

explored in Section 4.2. We divide the data into various

sub-samples to investigate potential redshift evolution in

Section 4.3; and dependence on clump velocity disper-

sion and host galaxy gas fraction in Section 4.4. Lastly,

in Section 5 we discuss two potential theoretical mod-

els that may explain the size-luminosity relationships

measured. We present a new model that re-scales the

Strömgren sphere in context to the galaxy disk size with

large star forming clumps. We further discuss any ob-

served biases and selection effects that could influence

the fitting to the star forming clump scaling relation-

ship. In Section 6 we summarize our results. Through-

out this paper we use the concordance cosmology with

H0 = 67.8km s−1 Mpc−1, ΩM = 0.306, and ΩΛ = 0.692

(Planck Collaboration et al. 2014).

2. DATA SAMPLE

Data of star forming clumps from both high and low

redshift (z ∼ 0.6−5; z ∼ 0−0.1) galaxies measured and

detected in different ways were gathered from the litera-

ture to form a comprehensive sample of the known data

(Swinbank et al. 2009; Jones et al. 2010; Livermore et

al. 2012, 2015; Walth et al. 2018; Genzel et al. 2011;

Wisnioski et al. 2012; Freundlich et al. 2013; Mieda et

al. 2016; Kennicutt et al. 2003; Gallagher & Hunter

1983; Arsenault & Roy 1988; Bastian et al. 2006;

Rozas et al. 2006; Monreal-Ibero et al. 2007; Fisher

et al. 2017; Nguyen-Luong et al. 2016). This sample

is detailed in Table 1 and includes lensed (Swinbank et

al. 2009; Jones et al. 2010; Livermore et al. 2012,

2015; Walth et al. 2018) and unlensed (Genzel et al.

2011; Wisnioski et al. 2012; Freundlich et al. 2013;

Mieda et al. 2016) high-redshift galaxies, as well as a

wide range of sizes and star formation rate densities in

the local analogs (Kennicutt et al. 2003; Gallagher &

Hunter 1983; Arsenault & Roy 1988; Bastian et al.

2006; Rozas et al. 2006; Monreal-Ibero et al. 2007;

Fisher et al. 2017; Nguyen-Luong et al. 2016). Figure

1 illustrates the differences in the morphologies of these

galaxy populations via a comparison of HST images of

representative objects.

(a): local, low ΣSFR (b): local, high ΣSFR

(c): high-redshift, unlensed (d): high-redshift, lensed

Figure 1. HST images from archival ACS data of galaxies
representative of the variation in morphology within the full
sample investigated here. (a): local SINGS galaxy NGC 628
included in the sample of z ≈ 0 H II regions (Kennicutt et
al. 2003, data set #10 in Table 1) taken with ACS F658W
filter. (b): turbulent local galaxy from the DYNAMO sample
(Fisher et al. 2017, data set #11) taken in the ACS/WFC1-
IRAMP FR716N filter. (c): z ∼ 1 unlensed galaxy from the
IROCKS sample (Mieda et al. 2016, data set #9) imaged in
the F814W filter with ACS. (d): z ∼ 1.5 lensed galaxy MACS
1149 (Livermore et al. 2015, data set #3) taken with the
ACS F814W filter. Scale is at the redshift of MACS 1149
without taking into account the lensing effects which cause
the spatial resolution to vary across the galaxy.

The majority of high-redshift samples make use of IFS

systems for investigating the morphological and kine-

matic properties of the star forming clumps. This allows

for detailed study of the kinematics of the galaxy at im-

proved spatial resolution when coupled with AO. The

range of properties spanned by the full sample is shown
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in the histograms of Figure 2. The set of high-redshift

unlensed galaxies (z ∼ 1 − 2) have an average stellar

mass of ∼ 1011 M� and an average spatial resolution

of 2000 pc (∼ 0.6”). The high-redshift lensed galaxies

(z ∼ 0.6 − 5) tend to have a lower overall stellar mass

(∼ 108 M�), but better spatial resolution (avg ∼ 300 pc;

∼ 0.05”) than the unlensed galaxies. The difference in

the sampling of the lensed and unlensed surveys leads to

the bimodal appearance of the histogram of host galaxy

stellar mass (Figure 2b). The various local analogs span

a wide range of total stellar masses (∼ 106 − 1012 M�)

with spatial resolution similar to or slightly better than

the high-redshift lensed sample. This wide range of lo-

cal analogs provides a robust comparison to the varied

high-redshift clumps observed.
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3. ANALYSIS: BAYESIAN INFERENCE

Previous investigations of high-redshift clumps have

employed least-squares fitting to determine clump scal-

ing relations (i.e. Wisnioski et al. (2012); Mieda et

al. (2016)). However, standard weighted least-squares

relies on many assumptions about the inputs; to truly

be reliable there are strict constraints that are often not

really the case for the data (Hogg et al. 2010). These

constraints are that one dimension has negligible uncer-

tainties and the uncertainties in the other dimension are

Gaussian with a known variance.

Most often there will be non-negligible uncertainties in

both dimensions, and these uncertainties are not always

Gaussian. An approximation to meeting the constraints

above would be to propagate the uncertainties of both

dimensions to an overall uncertainty for each data point,

but this is only an approximation and therefore not as

reliable as including the uncertainties on their respective

dimension. This approximated uncertainty also may not

be Gaussian, violating the second constraint.

Another possible method for determining the scal-

ing relations is to employ Bayesian inference along

with Markov Chain Monte Carlo (MCMC) sampling.

Bayesian analysis maps the posterior distribution, but

the models can be complex and it is extremely difficult

to work with this distribution directly. MCMC methods

provide a way to sample the distribution and produce

well defined statistical estimates of model parameters

(Tierney 1994).

Bayes’ Theorem in its most basic form is stated as

follows:

P(A|B) =
P(B|A)P(A)

P(B)
(1)

P(A|B) is the likelihood of event A given that B is true

(conditional probability); P(B|A) is the likelihood of
event B given A is true; and P(A) and P(B) are the

likelihood of observing A and B independently (marginal

probability). In Bayesian inference P(A) is known as

the “prior” and P(A|B) as the “posterior”. For a set

of data points or events, P(B) =
∑N
j=0 P(B|Aj)P(Aj)

and Bayes Theorem becomes:

P(Ai|B) =
P(B|Ai)P(Ai)∑N
j=0 P(B|Aj)P(Aj)

(2)

By using Bayesian inference we are able to easily ac-

count for intrinsic scatter in the relationship as well as

measured uncertainties in both dimensions without ap-

proximating to an overall uncertainty. We are also able

to include previously known information about the data

and relationship through the priors (Berger, J. O. 1985).

Priors essentially define the domain of the parameters we

are trying to determine in the fitting. How we choose

these priors is informed both theoretically and empiri-

cally by previous data and fitting. Additionally, we can

not only determine an estimate for a model parameter,

but also an uncertainty for that estimate, meaning that

we can determine the best fit and have a well defined

uncertainty for that model. This comes from the fact

that Bayesian analysis produces a distribution for the

unknown model parameters, the posteriors (Berger, J.

O. 1985).

Given the advantages of Bayesian inference as well

as the shortcomings of a traditional least squares fit it

seems prudent to employ Bayesian inference to investi-

gate the clump scaling relations.

3.1. Fitting Data Using PyStan

Data from star forming clumps in local and high-

redshift galaxies were fit using PyStan, the Python in-

terface to Stan, a tool for Bayesian statistical modeling

using MCMC sampling techniques (Stan Development

Team 2017). This MCMC script was run including

measurement uncertainty on both clump luminosity and

size. One difficulty in this fitting process is determining

how best to incorporate uncertainties since each study

being included determines their uncertainties differently.

Some studies have very large uncertainties while others

are very small or not calculated at all. Even within simi-

lar studies (i.e. lensed vs unlensed or similar instrument

and redshift) the size of the uncertainties is not consis-

tent. For example, in the unlensed sample, Wisnioski

et al. (2012) has uncertainties on clump radius and

luminosity, Mieda et al. (2016) only has uncertainty

for luminosity1, Genzel et al. (2011) have small uncer-

tainties for both, and uncertainties were not listed for

Freundlich et al. (2013).

In order to make the weighting of each point reason-

able (and to include what we believe to be more accurate

estimates of the uncertainty), some adjustments were

made to the data set. First, the uncertainties on Mieda

et al. (2016) clump radius were scaled to be propor-

tional to the average uncertainty of the Wisnioski et al.

(2012) radii measurements since both use Keck/OSIRIS

at similar redshift. Second, 10% error2 was added to

both the clump radius and luminosity of the z ≈ 0 H II

regions as well as the data from Genzel et al. (2011)

and Freundlich et al. (2013) to make the weighting

1 Mieda et al. (2016) determined that the definition used for a
clump had a larger impact on the uncertainty of the radius than
the measurement error itself.

2 The average uncertainty for the unlensed data is ∼ 15%. 10%
was used for these measurements so as to not underweight data
points which may have lower uncertainties than the average based
on methods or redshift.
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(a) (b) (c)

Figure 2. Histograms showing the distribution of clump properties for the full sample. (a): redshift of each clump. The
abundance of local samples and difficulty of observing higher redshift galaxies leads to the bias towards low redshift seen here.
(b): Stellar mass of the host galaxy for each clump used. Values of host galaxy stellar mass were not reported for data set
numbers 4, 5, & 10 as designated in Table 1. (c): ΣSFR of each clump. The bias towards lower ΣSFR comes from the high
numbers of local H II regions with lower ΣSFR.

of these data points consistent with surveys of similar

objects in the PyStan fit. Lastly, the Nguyen-Luong et

al. (2016) SFRs were measured using 21 cm continuum

emission and CO 1-0 data with an assumed typical un-

certainty of 50% (with variation from 30% to 100%) on

the full sample of GMCs, MCCs, and galaxies used in

their study. Since we are only using the nearby MCCs

observed by Nguyen-Luong et al. (2016) we apply an

uncertainty of 40% error for these clump radius and lu-

minosity measurements. It should be noted that the

measured uncertainties do not account for differences in

methods of detecting clumps and defining their sizes.

This is a significant source of additional uncertainty dis-

cussed in detail in Livermore et al. (2012); Wisnioski

et al. (2012)3.

After these adjustments to the reported uncertainties

were made the PyStan fitting was performed using a

simple linear model:

ln(LHα) = α ln(rclump) + β (3)

where α and β are the variables determined in the fit.

Using this linear model required taking the natural log-

arithm of the data to produce a power-law fit of the

form:

LHα = exp(β)rαclump (4)

The Stan multinormal function was used to fit this

model with uncertainties on both LHα and rclump, as

well as allowing for intrinsic scatter in both dimensions.

3 Wisnioski et al. (2012) estimates an additional 30% uncer-
tainty on clump sizes due to the method of measuring the clump
size as well as resolution and systematic effects. We do not include
this in our fitting as it would be the same additional weighting for
all points and therefore not impact the overall fitting.

The multinormal function is a Hamiltonian Monte Carlo

(HMC) method–a type of MCMC method which sam-

ples the derivatives of the probability density function

(Stan Development Team 2017). The geometry of the

HMC is described further in Betancourt & Stein (2011).

The likelihood function used for a single data point in

this model is:

P(~xi|M) =

∫
d(xth,i)N ( ~xth,i,Σ + V |~xi) (5)

With ~xi = {xi, yi}, and ~xth = {xth, yth}, where ~xth is

the theoretical true positions of x and y (x = rclump, y =

LHα). M is the set of model parameters (slope, α; inter-

cept, β; and intrinsic scatter, σx, σy; prior values listed

in Table 2), Σ corresponds to the covariance matrix with

uncertainties on clump size and luminosity, and V is a

2×2 matrix incorporating intrinsic scatter4 (Vxx = σ2
x,

Vxy = Vyx = σxσy, Vyy = σ2
y). N ( ~xth,Σ + V |~xi) is

defined to be:

N ( ~xth,Σ + V |~xi) ≡ (6)
1√

2π|Σ+V |
exp

[
− 1

2 (~xi − ~xth) · (Σ + V )−1 · (~xi − ~xth)
]

The full likelihood function is found by summing

Equation 5 over all data points:

P(~x|M) =

N−1∏
i=0

P(~xi|M) (7)

This model was also extended to three dimensions to

investigate the dependence of the scaling relations on

4 Note that the intrinsic scatter priors, σx and σy are squared in
the matrix and therefore the resulting scatter values are absolute
values and the distribution should be thought of as mirrored about
zero.
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Table 2. Priors used in PyStan Fitting

Model Parameter Minimum Maximum

slope, α 0 5

intercept, β 0 100

scatter(r), σx 0 100

scatter(L), σy 0 100

*second slope, γ 0 5

*scatter(δ), σz 0 100

Note—All priors used covered a significantly wider range than the values settled
on after the warm-up phase of the fitting (those used in determination of model
results), except for the scatter parameters which settle around a value of zero.
However, these should be thought of as an absolute value mirrored about zero.

*: parameters used in extension of model to 3-D fits only.

additional measured properties of the clumps. This gives

a multi-parameter power-law fit of the form:

LHα = exp(β)rαclumpδ
γ (8)

with α, β, and γ being determined in the PyStan fitting

and δ being an additional property of the clump such

as velocity dispersion (σ) or host galaxy gas fraction

(fgas). This is fit with the Stan multinormal function

with uncertainties provided and intrinsic scatter allowed

in all three dimensions.

Note that the luminosity of the clumps in Hα (LHα)

is used to investigate the star forming relations of the

clumps since it is proportional to the star-formation rate

(SFR) (Kennicutt 1998) and avoids differences in choice

of initial mass function (IMF) between studies. Both

LHα and SFR are used to investigate clump scaling re-

lations throughout the literature. When ΣSFR is used

in our analysis a Chabrier IMF (Chabrier 2003) is ap-

plied to convert from LHα for all data.

It should also be noted that the data set from Mieda

et al. (2016) consists of both resolved and unresolved5

clumps. These will be denoted with different symbols

in all plots but will be treated the same in the fitting.

All z ≈ 0 H II regions used in this paper (Kennicutt

et al. 2003; Gallagher & Hunter 1983; Arsenault &

Roy 1988; Bastian et al. 2006; Rozas et al. 2006;

Monreal-Ibero et al. 2007) will be grouped together

for the purposes of fitting and figures since they are all

unlensed galaxies at z ∼ 0 and have had corrections

5 The unresolved clumps in Mieda et al. (2016) give an up-
per limit on the size of these regions. These clumps have a 30%
uncertainty on their size included for weighting the data points
and make up less than 2% of the total sample. Therefore we do
not expect an overestimate on the size of the clumps to have a
significant impact on the resulting fits.

applied by Wisnioski et al. (2012). The other local

analogs (Fisher et al. 2017; Nguyen-Luong et al. 2016)

are grouped individually due to typically larger clump

sizes and higher star formation rate densities (ΣSFR)

than the group of local H II regions.

4. RESULTS: CLUMP SIZE AND STAR

FORMATION SCALING RELATIONS

All data described in Section 2 and Table 1 were com-

bined and divided into various subsets for fitting and in-

vestigating the clump size-luminosity relationship. This

allows for the investigation of whether there is a depen-

dence on redshift, study selection effects, velocity disper-

sion (σ) of the ionized gas in the clumps, star formation

rate surface density (ΣSFR), or gas fraction (fgas) of the

host galaxy. The results for each data subset are shown

in Tables 3 - 5. These include the determined intercept,

slope(s) and intrinsic scatter in each dimension as well

as uncertainites on each of those values. The results

of each fit discussed in the text as well as fits to addi-

tional data subsets (described in column 1) are included

in these tables.

The overall combined data set shown in Figures 3 and

4 results in a scaling relationship of LHα∝ r3.029. This

sample includes a wider range of data than has previ-

ously been used in this type of comparison with these fig-

ures illustrating some key features of the data set. The

large scatter shown in the size-luminosity plot of Figure

3 and highlighted in Figure 4 causes one of the main

problems with determining a reliable size-luminosity re-

lationship. Different relationships will be derived de-

pending on what data is used for the comparison, which

could account for some of the variation seen in previ-

ous studies. The large scatter (∼3dex) at fixed radius

illustrated in Figure 4 indicates dependence of the lumi-

nosity on a second parameter in addition to the radius

of the clump. In order to investigate the reasons for this

scatter and what drives the relationship we have divided

the data into the subsets shown in Table 3 and described

in the following pages.

The absence of data in the lower right of Figures 4 & 3

(corresponding to large, low surface brightness clumps)

is likely due to a sensitivity limit in what clumps can

be observed with current instruments. This is discussed

further in Section 5.5 and may be partially responsi-

ble for the steeper slope here than determined in pre-

vious studies. In contrast to this, the lack of observed

data with large, high surface brightness clumps cannot

be due to a sensitivity limit. This corresponds to the

shaded region in the upper right of Figure 4 referred to

as the “Null Detection Region”. This may be due to a

physical absence of clumps at this regime which could



Star-Forming Clump Scaling Relations 9

Table 3. Size - Luminosity Relation Fit Parameters: (LHα = eβrαclump)

Data Set Reference #’s* Figure α β Scatter (r) Scatter (L) # of Clumps

all data 1-12 3 3.029+0.027
−0.027 74.384+0.122

−0.126 0.186+0.124
−0.128 0.194+0.125

−0.127 2848

no z ≈ 0 H II regions 1-9, 11-12 · · · 1.959+0.040
−0.037 82.644+0.257

−0.255 1.115+0.877
−0.822 1.246+0.778

−0.912 356

high ΣSFR (all z) 1-12 6 1.741+0.060
−0.067 85.159+0.377

−0.321 0.476+0.355
−0.333 0.484+0.354

−0.324 152

low ΣSFR (all z) 1-12 6 2.767+0.021
−0.023 75.356+0.100

−0.104 0.121+0.086
−0.073 0.136+0.076

−0.086 2696

high ΣSFR (z∼0) 10-12 · · · 1.479+0.094
−0.052 86.416+0.260

−0.504 0.940+0.769
−0.629 1.021+0.916

−0.666 114

low ΣSFR (z∼0) 10-12 · · · 2.656+0.034
−0.034 75.798+0.149

−0.153 0.138+0.097
−0.095 0.143+0.091

−0.097 2527

corrected high ΣSFR 1-12 9 1.725+0.067
−0.059 85.334+0.327

−0.364 0.502+0.453
−0.344 0.607+0.359

−0.411 200

corrected low ΣSFR 1-12 9 2.862+0.034
−0.037 74.953+0.165

−0.156 0.122+0.080
−0.081 0.121+0.081

−0.080 2648

corrected; no z ≈ 0 H II regions 1-9, 11-12 · · · 2.296+0.070
−0.077 81.230+0.386

−0.396 0.639+0.488
−0.406 0.636+0.460

−0.440 356

z ≈ 0 H II regions only 10 10 2.448+0.036
−0.034 76.681+0.157

−0.160 0.198+0.123
−0.131 0.179+0.134

−0.123 2492

all z ∼ 0 10-12 10 3.057+0.038
−0.035 74.229+0.148

−0.165 0.176+0.119
−0.121 0.174+0.120

−0.120 2641

0.6 ≤ z < 1.5 3-5, 7-9 10 2.099+0.078
−0.068 80.498+0.457

−0.519 0.318+0.221
−0.203 0.328+0.227

−0.217 160

z ≥ 1.5 1-4, 6 10 1.828+0.180
−0.080 84.175+0.626

−1.281 1.959+1.828
−1.334 2.020+1.852

−1.452 47

lensed high-z 1-5 A1 2.099+0.199
−0.147 81.188+0.859

−1.230 0.790+0.750
−0.566 0.804+0.706

−0.548 108

unlensed high-z 6-9 A1 2.266+0.115
−0.086 79.465+0.756

−0.867 0.414+0.397
−0.285 0.488+0.324

−0.326 209

Note—*: Reference numbers correspond to data from studies as defined in Table 1.

Table 4. 3D Fit Parameters: σ (LHα = eβrαclumpσ
γ
clump)

Data Set (Reference #’s) α γ β Scatter (r) Scatter (σ) Scatter (L) # of Clumps

2,3,6,7,9,10*,11 1.026+0.089
−0.086 2.211+0.141

−0.138 79.038+0.377
−0.492 0.091+0.094

−0.062 0.091+0.094
−0.062 0.098+0.095

−0.067 346

2,3,6,7,9,10*,11 (2D) 2.049+0.044
−0.036 · · · 81.531+0.240

−0.302 1.539+0.936
−0.992 · · · 1.246+1.033

−0.918 346

Note—*:Only Gallagher & Hunter (1983); Arsenault & Roy (1988); Bastian et al. (2006); Rozas et al. (2006); Monreal-Ibero et al. (2007) from this set number. Not
all data sets in the full sample included measurements of σclump, leading to slightly higher uncertainties on the fit. The results of fitting this sample with the 3D model

above are in the first row and the 2D fit excluding σ are in the second row for comparison of the change in slope, uncertainty, and scatter when including this third
dimension in the fit.

Table 5. 3D Fit Parameters: fgas(LHα = eβrαclumpf
γ
gas)

Data Set (Reference #’s) α γ β Scatter (r) Scatter (fgas) Scatter (L) # of Clumps

5,8,9,11* 1.345+0.087
−0.092 0.471+0.064

−0.064 86.716+0.666
−0.629 0.412+0.455

−0.298 0.412+0.455
−0.298 0.370+0.477

−0.277 157

5,8,9,11* (2D) 1.611+0.030
−0.030 · · · 84.942+0.289

−0.269 2.223+1.555
−1.505 · · · 2.299+1.469

−1.502 157

Note—*: Measurements of fgas from White et al. (2017), size and luminosity from Fisher et al. (2017). Not all data sets included measurements of fgas, leading to
slightly higher uncertainties on the fit. The results of fitting this sample with the 3D model above are in the first row and the 2D fit excluding fgas are in the second

row for comparison of the change in slope, uncertainty, and scatter when including this third dimension in the fit.
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be the result of feedback mechanisms (discussed further

in Section 5.4).

4.1. Star Formation Surface Density (ΣSFR) Break

Nguyen-Luong et al. (2016) determine that there is

a break in the slope of the scaling relations and star for-

mation laws locally in their sample of MCCs between

normal star-forming objects and what they refer to as

mini-starbursts (gravitationally unbound MCC’s with

ΣSFR > 1 M� yr−1 kpc−2). Johnson et al. (2017)

find that H II regions in the SINGS sample (Kennicutt

et al. 2003) have significantly lower ΣSFR than the z∼2

lensed samples they are comparing them to and that the

higher ΣSFR of the DYNAMO galaxies (Fisher et al.

2017) provide a better analog to the massive star form-

ing clumps seen at high redshift. This indicates that

there may be two different process occurring in differ-

ent types of clumps with different scaling relations that

skew the results of fitting the data as a whole.

In order to test this data were divided into two

groups, high ΣSFR and low ΣSFR defined by vary-

ing ΣSFR cut-offs. We investigate the location of the

break by incrementally varying the cut-off ΣSFR value

and comparing the slope for the high and low ΣSFR
subsets to a baseline result with the break defined at

ΣSFR = 1 M� yr−1 kpc−2 as illustrated in Figure 5.

We vary the ΣSFR break in increments of 0.25 between

ΣSFR = 0.25 − 2.5 M� yr−1 kpc−2, and then adjust

the step size due to the logarithmic nature of the dis-

tribution6. Changes in slope > 0.12 (3× the average

uncertainty in the baseline slope) are considered signif-

icant, but do not result from breaks between ΣSFR =

0.25 M� yr−1 kpc−2 and ΣSFR = 1.25 M� yr−1 kpc−2.

With ΣSFR breaks located outside of this range the re-

sulting slopes deviate more rapidly and by more than

0.12 from the baseline, supporting the break location in

this ΣSFR phase space. Further data at large clump

sizes will help to constrain this break in the future. For

simplicity we discuss the fitting results only with the

break at ΣSFR = 1 M� yr−1 kpc−2. While this is

only an approximate value for the cut-off, the result-

ing scaling relations for the high and low ΣSFR bins are

consistent with other cut-offs in this region. Dividing

the full data set into high and low ΣSFR clumps results

in different slopes, which may imply two unique clump

6 For example one step below ΣSFR = 0.25 M� yr−1 kpc−2

would shift to including the full sample in the fitting, adding a sig-
nificant number of data points and scatter. To ensure any change
in slope is due to a real change in location of the power law break
and not the increase in data points we decrease the step size below
ΣSFR = 0.25 M� yr−1 kpc−2.

populations with different physical processes occurring:

ΣSFR > 1 M� yr−1 kpc−2 : LHα ∝ r1.7
clump

ΣSFR ≤ 1 M� yr−1 kpc−2 : LHα ∝ r2.8
clump

The difference in these relationships and approxi-

mately where the cut-off lies on the size-luminosity plot

are shown in Figure 6. Interestingly, the higher ΣSFR
data scales with r1.7 which is near to what has been sug-

gested for clump formation driven by Toomre instability

(L ∝ r2 by extending the equations given in Genzel et

al. 2011), while the lower ΣSFR data scales like r2.8,

closer to the expected relation if the clumps are repre-

sented by Strömgren spheres (L ∝ r3) (Wisnioski et al.

2012). However, the true slope may be shallower than

what we find here if lower surface brightness clumps are

not being detected due to sensitivity limits. As is shown

in the bottom portion of Figure 6 the division of the data

into high and low ΣSFR sets results in two separate re-

gions on the size-luminosity plot with very little overlap

due to scatter. This further supports the idea of multi-

ple processes occurring in these two clump populations

even with the possible sensitivity limit.

The scaling found when fitting the full data set with

this power-law break is nearly the same as is found when

applying the same break to only the z ≈ 0 data at the

smaller size end of the sample (maximum clump size of

1.4 kpc vs. 8 kpc for the full sample) (Kennicutt et al.

2003; Gallagher & Hunter 1983; Arsenault & Roy 1988;

Bastian et al. 2006; Rozas et al. 2006; Monreal-Ibero

et al. 2007; Fisher et al. 2017; Nguyen-Luong et al.

2016). With only this local data, a scaling relationship

of LHα ∝ r2.7 is found for the low ΣSFR star forming

regions and LHα ∝ r1.5 for the high ΣSFR star form-

ing regions. The uncertainty and scatter on these fits is
shown in Table 3 while the posterior probability distri-

bution for the fit to the high and low ΣSFR subsets of

the full sample is displayed in Figure 7.

4.2. Corrections for Beam Smearing

It has been suggested that the lower spatial resolution

(see Table 1) of unlensed high-redshift samples could

lead to incorrectly measured clump sizes and an effect

of observing “clumps within clumps” where what is ac-

tually a group of smaller clumps is observed as one large

clump due to beam smearing (Fisher et al. 2017; Cava

et al. 2017). To investigate what affect this may have

on the measured clump properties, Fisher et al. (2017)

degrade the images of their local galaxies to match the

resolution of z ∼ 1 − 2 observations (from ∼ 100 pc

to ∼ 800 pc spatial resolution). They find that this

typically leads to about a factor of 5 increase in the
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Figure 3. Clump size and luminosity for all the data used throughout this paper. In the case that the star formation rate
(SFR) only is reported, this is converted back to the equivalent Hα luminosity following Kennicutt (1998) and the initial mass
function from Chabrier (2003). This was the case for the Swinbank et al. (2009); Livermore et al. (2012); Freundlich et al.
(2013); Walth et al. (2018) data. NOTE: The SFR reported in Swinbank et al. (2009); Freundlich et al. (2013) is derived

from [OII] emissions, not Hα, which may introduce up to a factor of ∼2 difference from Hα derived SFR (Kewley et. al. 2004).
The size reported for Freundlich et al. (2013) clumps is derived from IRAM CO measurements and is sometimes less than the
1” slit used for [OII] luminosity measurements. Nguyen-Luong et al. (2016) use CO 1-0 and 21 cm continuum emission to
estimate SFR which can contribute to the scatter between these measurements and those from ionized gas emission. However,
the 40% uncertainty for these data points significantly reduces their weight in the fit.

Figure 4. Clump size plotted against the star formation surface density (ΣSFR) to illustrate the large variation in the various
data sets (see Figure 3 for legend). The scatter is outlined to the left; this is prevalent for both the Milky Way up to high-
redshift. This indicates that the clump size is not the only factor influencing the SFR. The shaded region in the lower right
illustrates the lack of data seen at this regime of large, low surface brightness clumps which is likely due to a sensitivity limit
of the instruments being used. The dashed black line shows what the observed flux density would be at this ΣSFR for z = 1
(black text) and z = 2 (blue text). This exact limit will depend on the individual study and vary within studies in the case of
gravitationally lensed galaxies (see Figure C1 for more detailed sensitivity levels). The shaded region in the upper right labelled
“Null Detection Region (NDR)” corresponds to a lack of observations of large clumps with high surface brightness. This would
not be due to a sensitivity limit and likely corresponds to a physical absence of clumps in this regime.
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observed SFR (proportional to LHα) and a ∼ 6× de-

crease in the observed ΣSFR (translating to a ∼ 5.5×
increase in clump sizes). This effect of resolution has

also recently been investigated by Cava et al. (2017)

in multiple gravitationally lensed images of the same

galaxy. The images divide into two distinct sets: the

“cosmic snake” which consists of four elongated images

of the galaxy, and what is referred to as the counter-

image. Cava et al. (2017) report a resolution limit of

∼ 300 pc in the counterimage, but can get down to a

scale of ∼ 30 pc in the cosmic snake. They find that

the clumps observed in the counterimage are typically

a factor of 2-3 larger than those observed in the cosmic

snake.

In order to determine if these effects were occurring

and could be currently observed in unlensed galaxies we

chose one of the brightest galaxies in the IROCKS sam-

ple (Mieda et al. 2016) to re-observe at a smaller plate

scale. The original observations made use of the 0.1”

plate scale on the OSIRIS instrument at Keck in order

to maximize the surface brightness sensitivity (hence,

the choice of a high surface brightness galaxy).

Object 42042481 was observed on 2017 August 12 with

Keck/OSIRIS at a plate scale of 0.05” per spaxel and the

narrowband J filter. Seven 900s exposures (giving 1.75h

total integration time; as opposed to 2.5h total integra-

tion time at 0.1”) of 42042481 were taken along with a

pure sky frame. The data was reduced using the OSIRIS

data reduction pipeline (DRP) version 4.1 producing a

combined cube of all seven frames. This cube was also

binned down to the spatial resolution of the 0.1” plate

scale for an additional comparison along with the ini-

tial observations. These cubes were spatially smoothed

in the manner described in Mieda et al. (2016) and

to an equivalent FWHM before the same custom IDL

scripts were used to determine the locations and sizes of

Hα clumps (this process was also repeated by MC on

the previous observation of 42042481 to ensure a consis-

tent comparison). The resulting Hα maps for the orig-

inal 0.1” observations, the 0.05” observations, and the

binned data are shown in Figure 8 with marked clump

locations and size of the point spread function (PSF).

The properties of these clumps are reported in Table 6.

The shift from the original 0.1” to 0.05” plate scale re-

sulted in an improved spatial resolution limit from ∼ 800

pc to∼ 400 pc causing the largest clump to split into two

clumps each roughly half the size originally measured.

The new observations also resulted in the detection of

two clumps not seen in the original observations (desig-

nated H* and I* in Table 6 and Figure 8). In addition

to a change in plate scale for the observations, a new

Table 6. Clump Sizes

Clump Radius Radius Luminosity ΣSFR

(mas) (kpc) (1040 erg s−1) (10−2 M� yr−1 kpc−2)

2014, 0.1” observations

A 407 3.14 39.1 5.7

B 143 1.10 3.54 4.1

C 149 1.15 2.92 3.2

D 129 0.99 2.67 3.8

E 128 0.99 2.04 3.0

F 85 0.65 1.37 4.5

G 123 0.95 1.61 2.6

2017, 0.05” observations

A1 272 2.10 30.2 9.8

A2 193.5 1.49 19.3 12.4

B 181 1.39 13.3 9.8

H* 134 1.03 4.07 5.4

I* 81.5 0.63 1.61 5.9

2017, 0.05” observations binned to 0.1”

A 375 2.89 52.8 9.0

B 184 1.42 12.3 8.8

Note—clump properties for observations of object 42042481 compared in Figure
8

detector on OSIRIS could introduce differences in what

clumps were measured.

In order to determine the reason for the detection of

these additional clumps we compare the flux and ΣSFR
of all clumps detected in the new 0.05” observations to

those found in the old 0.1” observations as well as the

results of binning the 0.05” observations to match the

resolution of the 0.1” plate scale. These comparisons

are shown in Figure B1 (Appendix B). Since both the

flux and ΣSFR of clumps H* and I* are higher in the

0.05” observations than some of the small clumps in the

original observations this cannot be the reason for the

detection. Another possible cause for varying detections

is the quality of the seeing on each night of observa-

tions. In order to investigate this we compare the PSF

of the tip-tilt star used for the observations of object

42042481 as well as the seeing measurements from the

MASS/DIMM instruments on Mauna Kea. The seeing

measurements are reported in Table B1 and the tip-tilt

star comparison is shown in Figure B2 with widths in

kpc denoted by dashed lines in Figure B1. The PSF and

seeing across these two nights is very similar and indi-

cates that this also is not the primary cause of detecting

new clumps.

It is probable then that these detection differences

stem from how we define and find clumps in our analysis.

A clump is defined to be a local peak in Hα flux which
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Figure 5. Clump size plotted against ΣSFR illustrating the power-law break at ΣSFR = 1 M� yr−1 kpc−2 (grey dashed line).
The top figure shows the data separated by study, while the bottom figure is divided into low and high ΣSFR.
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is separated from the next local peak by more than 2

pixels in the Hα map (Mieda et al. 2016). All clumps

in the 0.05” observations are separated by a distance of

more than 4 pixels (2 pixels at the 0.1” scale) from their

nearest detected neighbor but are still not detected in

the version of the cube binned to match the resolution of

the 0.1” observations. These Hα peaks are then likely

being spread out over more pixels leading to less defined

peaks and/or smaller separations between them. The

introduction of a new detector between these observa-

tions could also reduce the noise in the data leading to

an increased SNR (even with the lower ΣSFR of new

clumps H* and I*) and definition between Hα peaks,

however the difference between the new 0.05” observa-

tions before and after being binned to 0.1” plate scale

resolution indicates that plate scale is the main driver

of the detection differences.

The difference in resolution for these observations re-

sults in a similar change in the size of clump A (∼ 1.7×
smaller) to that seen by Cava et al. (2017), but less than

that seen by Fisher et al. (2017) with their degraded

images. This difference is likely due to the differences in

resolution: Fisher et al. (2017) have a factor of 8 dif-

ference in resolution between their local and degraded

images, while we have only a factor of 2 difference. It

should be noted that our results are only for one galaxy

in the sample and while this is an interesting test case it

may not be representative of the galaxy population as a

whole.

To investigate the possible effect of resolution on the

scaling relations determined for a large sample of data

we apply the corrections determined by Fisher et al.

(2017) to the unlensed, high-redshift data sets. We

use these corrections since they are determined for a

larger sample of local galaxies. The “true” correction

in fact varies for each study and even each clump based

on the resolution achieved. However, exactly what the

true correction should be is not yet clear; the three cases

discussed here all have different ratios for the change in

resolution to the change in clump size. As this ratio is

highest for the study by Fisher et al. (2017) we use this

correction as the most dramatic change we may expect

to see for these samples. This translates to increasing

the calculated ΣSFR by a factor of 6, reducing the mea-

sured LHα by a factor of 5, and reducing the measured

clump radius by a factor of
√

30. This results in a re-

duced scatter of ΣSFR at fixed radius (from ∼3dex to

∼2dex) with the exception of the z ≈ 0 H II region group

(Kennicutt et al. 2003; Gallagher & Hunter 1983; Ar-

senault & Roy 1988; Bastian et al. 2006; Rozas et al.

2006; Monreal-Ibero et al. 2007).

The same ΣSFR break as section 4.1 was applied to

this corrected data and the two subsets were fit individ-

ually. This resulted in the size-luminosity relation:

ΣSFR > 1 M� yr−1 kpc−2 : LHα ∝ r1.7
clump (corrected)

ΣSFR ≤ 1 M� yr−1 kpc−2 : LHα ∝ r2.9
clump (corrected)

Figure 9 shows the effect of the beam smearing cor-

rections on the high-redshift unlensed data (a), the ap-

plication of the ΣSFR break to the corrected data (b),

and the fit to the two sets of data resulting from this

break (c). Figure 9b also illustrates the reduction in the

influence of the “Null Detection Region” and sensitivity

limit.

Even after applying these corrections to individual

clumps, the overall scaling relations of these high and

low ΣSFR bins does not change significantly. Individ-

ual clumps do change bins, but this does not change

the overall slope. However, the break at ΣSFR =

1 M� yr−1 kpc−2 is more clearly evident for large clumps

after this correction is applied (Figure 9b compared to

Figure 5).

One caution with this correction is that of the large

clumps observed in surveys with lower spatial resolu-

tion, it may be that only some of them are actually

made up of multiple smaller clumps. There are clumps

of similar size observed in lensed surveys (Jones et al.

2010; Livermore et al. 2012; Walth et al. 2018) that

have much lower spatial resolution limits, so these large

clumps do exist. How much of the population consist of

large clumps versus groups of smaller clumps is not yet

known, and the effect could be less significant than what

is determined here. Due to the uncertain nature of this

correction we use uncorrected values for the remainder

of this paper.

4.3. Redshift Evolution

Data from all of the studies were grouped by redshift

into four bins to investigate whether there is a redshift

evolution for the relationship between clump size and

luminosity. Livermore et al. (2012, 2015) suggest that

the intercept of this relationship does evolve with red-

shift, but Wisnioski et al. (2012) and Mieda et al.

(2016) find that their high-redshift samples follow sim-

ilar scaling relations when including local H II regions.

The bins used here are (i) z ≈ 0 H II regions (data set

#10 only, as designated in Table 1), (ii) all z ∼ 0 (data

set #10-12 in Table 1), (iii) 0.6 ≤ z < 1.5, and (iv)

z ≥ 1.5. The inclusion of two different z ∼ 0 bins is

due to the differing nature of the star forming regions

of these samples. The data in bin (i) is from various

studies of local star forming H II regions (Kennicutt et
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Figure 6. Clump size and luminosity relation for the high and low ΣSFR bins. The dashed red and green lines show the best
fit to the high ΣSFR data, while the solid red and green lines show the best fit of the low ΣSFR data. The grey dashed line is
approximately where the ΣSFR = 1 M� yr−1 kpc−2 cut-off lies when converted to luminosity. The top figure shows the data
separated by study, while the bottom figure is divided into low and high ΣSFR.
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al. 2003; Gallagher & Hunter 1983; Arsenault & Roy

1988; Bastian et al. 2006; Rozas et al. 2006; Monreal-

Ibero et al. 2007), while the second bin includes this

data as well as the clumps in Fisher et al. (2017) from

low redshift galaxies with turbulent disks and the Milky

Way MCCs from Nguyen-Luong et al. (2016). ΣSFR
is higher in these additional clumps and therefore they

provide a local analog to the high-redshift galaxies like

those in the lensed samples with higher ΣSFR; hence the

use of two separate low-redshift bins.

Each bin was fit separately using PyStan configured as

discussed in Section 3.1, and are presented in Figure 10.

In bin (i) LHα∼ r2.45+0.04
−0.03 , in bin (ii) LHα∼ r3.06+0.04

−0.04 , in

bin (iii) LHα∼ r2.10+0.08
−0.07 , and in bin (iv) LHα∼ r1.83+0.18

−0.08 .

This shows that the slope does vary somewhat in each

redshift bin, however, this is partly due to the smaller

size of the data sets once binned; particularly for the

highest redshift bin which only consists of 47 clumps. As

can be seen here and in Table 3, the uncertainty on the

slope of bin (iv) is an order of magnitude greater than

the other bins which have more data points. This also

leads to a less constrained intercept for bin (iv) which

would affect the slope value determined. Therefore, it

is difficult to say for sure whether there is a redshift

evolution to the clump size-luminosity scaling relation.

4.4. Star Formation Dependencies: Gas Fraction and

Velocity Dispersion

As has been shown in the previous sections, the star

forming relations of clumps likely do not simply scale

with size. There are other properties of the clumps that

could influence this relationship and partly account for

the large scatter in the data. So far we have used a third

parameter, ΣSFR, to determine a break in the power-

law, but the dependence on a third parameter may not

be a Heaviside step function, it may be a continuous

dependence which needs to be incorporated as an addi-

tional dimension to the fit.

The velocity dispersion of the gas in the clumps gives

an indication of the turbulence which likely influences

the star formation rate. Here we use this to fit the

relationship in Equation 8 with δ being replaced by

σ. The fit converges to a consistent solution of LHα∝
r1.03×σ2.21 with a reasonable posterior probability dis-

tribution, indicating that there may be a continuous de-

pendence of the star forming relationships on the veloc-

ity dispersion of the clumps. Only some of the clumps

used in previous sections have measurements of σ, re-

ducing the sample size of this fit to 346 of the total 2848

clumps. Fitting these 346 clumps with σ included as

a third parameter reduces the overall scatter by ∼ 92%

compared to fitting clump size and luminosity only. The

full fit parameters and their uncertainties are shown in

Table 4.

It has also been suggested that the variations in

the size-luminosity relationship determined for different

data sets is due to differences in the gas fraction (fgas)

of the star forming regions which may evolve with red-

shift (Livermore et al. 2012, 2015). In order to test this

we again fit a relationship of the same form as Equa-

tion 8, replacing δ with fgas of the host galaxy. Ideally

fgas of the individual clumps would be used, but this

is currently only known for the host galaxies as a whole

and only for 157 of the total 2848 clumps. Further,

two of the four samples used here (Mieda et al. 2016;

Walth et al. 2018) rely on indirect estimates of fgas
rather than CO measurements. This data is also from

a relatively small subset of the overall sample, but it

agrees well with a theoretical dependence of the clump

luminosity on both the clump size and the gas fraction.

The fit to this data results in a scaling relationship of

LHα∝ r1.35× f0.47
gas . Interestingly, the scaling for fgas is

close to the relationship predicted by Toomre instability

(LHα∝ r2× fgas
0.5). Adding fgas as a third parameter

also reduces the overall scatter by ∼ 78% compared to

the 2D size-luminosity fit of these 157 clumps. The full

parameters determined in the fit are reported in Table

5.

Like the two-dimensional fit to the clump scaling re-

lations, these multi-parameter fits also give a good fit to

the data while spanning the parameter space well. How-

ever, these relationships suffer from smaller data sets

and we caution against over interpretation of these early

results (particularly when it comes to the reduction in

scatter). More measurements of fgas and σ would aid

in further constraining these fits and investigating the

relationship for subsets of the overall sample.

5. DISCUSSION

What power-law relationship is determined for the

clump size and LHα has important implications for the

physical processes occurring in the clumps and driving

their formation. It is thought that clumps form at re-

gions of gravitational instability in the disk, correspond-

ing with a Toomre parameter Q < 1 (Toomre 1964;

Genzel et al. 2011; Wisnioski et al. 2012). If the

clump or H II region is represented by a Strömgren

sphere then there is a well-defined boundary between

the ionized and neutral gas. This type of region would

have an expected scaling relation of LHα ∝ r3. How-

ever, if the geometry of this region is non-spherical then

a luminosity scaling relation of LHα∝ r2 would be ex-

pected. This scaling also results for clumps which are

described by the Toomre mass and scale (Genzel et al.
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Figure 7. Posterior probability distribution for the fits shown in Figure 6 with a power-law break based on ΣSFR. The top
figure shows the distribution for the fit to the data with ΣSFR > 1 M� yr−1 kpc−2 while the bottom figure corresponds to
the fit to the data with ΣSFR < 1 M� yr−1 kpc−2. σx and σy are intrinsic scatter parameters corresponding to rHα and LHα
respectively. Both the slope and intercept of these fits are well constrained from a much broader range of priors (Table 2). The
values for intrinsic scatter, σx and σy, are not limited on the high end, but do tend towards zero. As scatter is an absolute
value negative values are not possible and the distribution can be thought of as mirrored about zero. These small values of
intrinsic scatter indicate that the scatter seen in the data is not intrinsic scatter but may be due to uncertainties. This posterior
probability distribution is representative of what is produced for all the fits performed in this analysis.
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2011). In the following sections we explore both the

Strömgren sphere and Toomre instability scenarios, in

particular how each of these approximations may delin-

eate between the separation of high and low ΣSFR data

sets.

5.1. Toomre Instability

A common physical explanation for the scaling rela-

tionships seen in the high ΣSFR data comes from inves-

tigating the Toomre mass and scale which are represen-

tative of a region that forms under the fastest growing

mode of Jeans instability (Elmegreen 2009; Murray et

al. 2010; Genzel et al. 2011). The Toomre mass and

scale (MT , RT ) given in Genzel et al. (2011) are

MT ∝ Q−2a−4(
σ0

vc
)2Md (9)

RT ∝ Q−1a−2σ0

vc
Rd (10)

where Rd and Md are the radius and mass of the disk

respectively, σ0 is the local velocity dispersion of the gas,

vc is the circular velocity, and a is a constant describing

the disk rotation curve. By solving for Q in Equation

9 and substituting into Equation 10, we arrive at the

relationship

MT ∼ R2
TR
−2
d Md or MT ∝ R2

T (11)

In order to put this in terms of the clump luminosity

we turn to an empirical linear relationship locally be-

tween the dense gas mass of molecular clouds and their

star formation rates (Gao & Solomon 2004; Wu et al.

2005; Lada et al. 2010); which also has a theoreti-

cal basis in the radiation pressure on H II regions from

star formation. From Equation 13 in Murray et al.

(2010) describing the force due to this radiation pres-

sure, M? ∝ L in the optically thin limit (optically thin to

far-infrared emission while optically thick to ultraviolet).

If we are observing clumps that are optically thin to Hα

emission and assume the Toomre mass traces the dense

gas in star forming regions and Toomre scale represents

their size, then we expect a clump size-luminosity rela-

tionship of LHα∝ r2. This approximates the observed

LHα∝ r1.7 we find fitting the high ΣSFR clumps.

We suspect many clumps (or substructures within)

may in fact be optically thick to Hα, making the as-

sumption that M? ∝ LHα tenuous. As a check of this

assumption we calculate the estimated virial mass of the

clumps which have measurements of velocity dispersion:

Mvir =
π2σ2r

3G
(12)

using the measured velocity dispersion, σ, and radius,

r, of the clumps. Comparing this to the observed Hα

luminosity we find a nearly linear relationship (LHα∝
M1.07
vir ). Thus we assume that the mass of the clumps

and the dense gas mass are approximately proportional,

leading to the LHα∝ r2 relationship.

When the ΣSFR power-law break is applied at ΣSFR
= 1 M� yr−1 kpc−2, the high ΣSFR data follow a scal-

ing relationship close to this r2 value for the full sam-

ple (L ∝ r1.7) and the local analogs alone (L ∝ r1.5).

This indicates that these high ΣSFR clumps could be

forming under the fastest mode of Jean’s instability.

This Toomre mass and scale argument can not however

explain the L ∝ r2.8 scaling found for the low ΣSFR
clumps.

5.2. Strömgren Spheres

Another suggested explanation for the observed scal-

ing relations is that star forming regions at high-redshift

form under Jeans collapse at locations of disk instabil-

ity and are well represented by Strömgren spheres (Wis-

nioski et al. 2012). One of the relationships expected

from this model of clumps is a size-luminosity scaling of

L ∝ r3 which comes from equating the recombination

rate (left hand side; Equation 14) and ionization rate,

Q, (right hand side) of the hydrogen gas in a spherical

region:

4π

3
R3
stromαBn

2
Hx

2 = Q =
LHαλHα

hc
(13)

where Rstrom is the Strömgren radius, αB is the Case-B

recombination coefficient (Osterbrock 1989), and nH is

the number density of hydrogen atoms. x is the ratio

of free electrons to hydrogen atoms (x = ne
nH

) and is

approximately equal to 1 for a fully ionized region. This

results in the final size-luminosity relationship of:

LHα =
4πhcαBn

2
H

3λHα
R3
strom (14)

With the clump radii being representative of the

Strömgren radius, this results in the L ∼ r3 scaling for

the Hα luminosity of the clumps we find when fitting

the data set as a whole, but this fit is likely skewed

by the large scatter in the overall data set. How-

ever, when the power-law break is applied at ΣSFR
= 1 M� yr−1 kpc−2, the scaling determined for the low

ΣSFR subset is very close to this theoretical relation-

ship at L ∝ r2.8 for the full data set and L ∝ r2.7 for

just the local analogs. Wisnioski et al. (2012) find

a relationship of L ∝ r2.72±0.04 for their full data set,

and they suggest the shallower slope may be due to the

clumps being density bound rather than being idealized
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(a): 2014 0.1” observations (b): 2017 0.05” observations (c): 2017 0.05” observations binned to
0.1”

Figure 8. Clump locations and sizes identified from Hα flux. Following the definition of Mieda et al. (2016), clumps are
located via a local Hα peak separated by at least two pixels from a neighboring peak. Clumps A and B are at the same location
in all panels; clumps H* and I* in panel (b) are new clumps not found in the initial 0.1” observations. Clump A in the 0.1”
plate scale observations appears to break up into two clumps at higher resolution. Sizes of all clumps are listed in Table 6. A
scale bar is located at the top right of each figure; note that the pixel scale is different for the 0.1” and 0.05” observations. The
pink box in panel (a) shows the region covered by the 2017 0.05” plate scale observations. The dashed circle in the lower left of
each panel shows the PSF size for that night of observations.
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Strömgren spheres. This would mean that the hydrogen

atoms in the star-forming region can recombine faster

than they are being ionized. This idea of having density

bound clumps is discussed in more detail in Wisnioski

et al. (2012) and Beckman et al. (2000).

This does not however explain the L ∝ r1.7 and L ∝
r1.5 scaling we see in the high ΣSFR data for both the

full sample and local analogs. A possible explanation for

this is that the clump “radius” is set by the optical depth

unity surface, but if the rate of production of ionizing

photons Q is large enough then that the surface may not

approximate a sphere, i.e.,

Rstrom(Q) > H, (15)

with Q = LHαλHα
hc frec (16)

and frec ≈
(

H
RS(Q)

)
3
2

[
1− 1

3

(
H

RS(Q)

)2
]

(17)

where H is the scale height of the disk and frec = 1 for an

ideal Strömgren sphere (giving the scaling in Equation

14).

Plugging Equation 16 into Equation 14 we get the

Strömgren radius as a function of Q:

Rstrom(Q) =

[
3Q

4παBn2
H

]1/3

(18)

Combining this with Equations 17 and 16 (to get back

to LHα) we find that for a clump with radius greater

than the disk scale height,

LHα = 2παB
hc

λHα
R2
stromH

[
1− 1

3

(
H

Rstrom(Q)

)2
]

(19)

When Rstrom(Q) > H the term in brackets on the

right is approximately 1, giving the scaling:

LHα ∼ R2
stromH (20)

Since we only plot the Hα luminosity against clump

size, this gives us the nearly L ∼ r2 scaling seen in the

high ΣSFR data sets and could explain the reason for a

power-law break. Note that this would give LHα ∝ r3

for cases where Rstrom ≈ H.

As a check of the power-law break we use, we can cal-

culate the critical Hα luminosity, LHα,crit above which

we would expect to see LHα ∝ R2
strom. This critical

point would be where Rstrom(Q) ≈ H, with H:

H =
σ

vc
Rg (21)

where Rg is the galactocentric radius, σ is the veloc-

ity dispersion of gas in the disk (which for the largest

clumps in the Milky Way is similar to the velocity dis-

persion of the clump), and vc is the circular velocity of

the disk.

Combining this with Equation 18 we arrive at an ex-

pression for the critical luminosity at which the scaling

would switch from r3 to r2:

LHα,crit ≈
4πhcαBn

2
H

3λHα

(
σ

vc

)3

R3
g (22)

If we take an average clump with a velocity disper-

sion, σ = 50 kms−1, density, nH = 10 cm−3, disk circu-

lar velocity, vc = 250 kms−1, and galactocentric radius,

Rg = 1 kpc, we arrive at a value of LHα≈ 2×1040erg s−1

and a scale height H = 0.2 kpc. Comparing with the

size luminosity plot in Figure 6, this is approximately

where the ΣSFR cut-off lies for a clump radius of 0.2

kpc.

Figure 11 illustrates the physical difference and dif-

ferences in the size-luminosity scaling relationship ex-

pected for clumps in these three size regimes relative to

the scale height of the disk: Rstrom < H, Rstrom = H,

and Rstrom > H.

5.3. Bound vs. Unbound Clumps

When investigating local star forming GMCs and

MCCs, Nguyen-Luong et al. (2016) introduce a virial

parameter based on the velocity dispersion (σ) which di-

vides between gravitationally bound and unbound star

forming regions. The velocity dispersion is a measure

of the turbulance in the clumps and is used here as an

indication of whether or not the clumps are gravitation-

ally bound; a property that may cause a variation in the

star formation scaling relations.

To investigate this we would like to introduce a

“break” in the power-law that is dependent on σ of

the ionized gas in the clumps. However, the velocity

dispersion was only measured for a smaller number of

data sets resulting in a large scatter. Fitting these small

samples results in a poorly constrained fit and uncertain-

ties which are on the same order as the nominal value

(an order of magnitude greater than the uncertainties

on larger samples). Without a larger data set to base

these fits on it is difficult to say whether there is a break

in the scaling relations based on the velocity dispersion

cut-off. The influence of the clump velocity dispersion

was still able to be investigated in Section 4.4 as a third

fitting parameter since the sample size did not suffer

from being divided into two subsets. We believe it is

important for studies to include the velocity dispersion

of the individual clumps in future investigations.
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(a): Influence of beam smearing

(b):ΣSFR and size after corrections

(c): Clump size-luminosity relation after correction

Figure 9. (a): Illustration of the beam smearing correction applied to the high-redshift unlensed samples. The correction (from
Fisher et al. 2017) results in reducing the measured LHα by a factor of 5 and the measured clump radius by a factor of

√
30.

This in turn increases ΣSFR by a factor of 6 (moving points down and to the left). Studies which required corrections (z & 1,
unlensed) are circled in the legend. (b): Clump size plotted against ΣSFR with corrections for beam smearing applied. The
grey dashed line shows the break at ΣSFR = 1 M� yr−1 kpc−2 used in dividing the data into high and low ΣSFR subsets. The
shaded region to the lower right shows the regime of data now missing due to instrumental sensitivity limits, while the shaded
region in the upper right shows the new “Null Detection Region” which is not due to a sensitivity limit. (c): Clump size and
luminosity relation for the high and low ΣSFR bins after corrections for beam smearing. The dashed red and green lines show
the best fit to the high ΣSFR data, while the solid red and green lines show the best fit of the low ΣSFR data. The scaling
relations for these two subsets are consistent with those determined before beam smearing corrections indicating that while this
moves individual clumps into a different subset, it does not have an impact on the scaling relations within these groups of data.



22 Cosens et al.

Figure 10. PyStan fit to data from each redshift bin. Upper left: bin (i). Upper right: bin (ii); Lower right: bin (iii); Lower
left: bin (iv). The uncertainty on the fit determined is larger for the smaller bins (an order of magnitude for bin(iv)) as there
is less data to constrain the fit. The variation seen in the slopes between bins is in part due to variation in the intercept which
is not as well constrained with the smaller data sets after binning. However, the posterior probability distribution still appears
normal for at least bins (i)-(iii). This leads to a caution on how the data sets are binned and fitted to avoid a case of a well
constrained fit that is not physically reasonable or reliable.

Figure 11. Illustration of the three regimes of clump size relative to the scale height of the host galaxy disk. The set of clumps
smaller than their host galaxy scale height (Rstrom < H) would give an expected size-luminosity scaling of LHα∝ r3. Those
with radii equal to the host galaxy scale height would fall along the critical luminosity and clumps with radii larger than the
disk scale height would have an expected LHα∝ r2 scaling.

5.4. Feedback

In addition to providing evidence for two different

clump populations, Figure 5 also provides valuable in-

formation about these populations from what we do

not observe. There is a lack of star forming regions

with both large size and high ΣSFR: the region with

ΣSFR> 1M� yr−1 kpc−2 and r > 103 pc. Due to this

corresponding to clumps which would be both large and

have high surface brightness, the lack of observations in

this region cannot be due to a sensitivity limit. Instead,

it is probable that these clumps just do not exist on a

timescale which would make them likely to be observed,

indicating some type of feedback mechanism regulating

these star forming regions.

There are numerous possible feedback mechanisms put

forward for disrupting star forming regions including su-

pernovae explosions, jets due to star formation, thermal

pressure from ionized gas, and radiation pressure due to
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dust absorbing and scattering photons (e.g. Murray et

al. 2010; Fall et al. 2010). Murray et al. (2010) in-

vestigate these factors in detail and how they influence

a wide range of star forming regions including GMCs

in the Milky Way and clumps seen in a z ∼ 2 galaxy.

They find that in all cases the earliest supernovae would

occur after the star forming region was already being

disrupted and therefore could not be the main factor.

The jets are also shown to only be a main factor early in

the disruption of the star forming region while the ther-

mal pressure is important in the Milky Way GMCs but

not in the more luminous star forming regions like the

z ∼ 2 clumps. The radiation pressure is found to be the

dominant feedback mechanism contributing to the dis-

ruption of star forming regions (also found by Fall et al.

2010). However, more recent simulations by Krumholz

& Thompson (2012, 2013) show that radiation trapping

is negligible in giant clumps since it destabalizes the out-

flow winds. Dekel & Krumholz (2013) argue that this

means that steady winds from radiation pressure would

not disrupt the clumps before they migrate to the disk

center.

Mandelker et al. (2017) discuss the two main sce-

narios seen in simulations for the lifetimes of clumps at

high-redshift. For simulations which only include super-

nova feedback the clumps are not disrupted and migrate

to the center of the disk to form and grow the bulge on

an orbital timescale (250-500 Myr). However, in simu-

lations that include radiation pressure feedback clumps

tend to be disrupted on a dynamical timescale (50-100

Myr). In an investigation of a massive galaxy between

z ∼ 2.2 − 1 using the FIRE simulations (including ra-

diation pressure and other forms of stellar feedback)

the average lifetime of clumps above 108 M� is found

to be comparatively short at ∼22 Myr (Oklopčić et al.

2017). For the clumps included in this study which have

measurements of velocity dispersion we find an average

dynamical time of 3.5 Myr. While the mechanisms of

feedback in high-redshift clumps may not be fully un-

derstood it is possible that disruption of local and high-

redshift clumps are leading to the lack of large, high

ΣSFR clumps observed.

5.5. Possible Sources of Bias

By combining different data sets (i.e. lensed and un-

lensed, high-redshift and low-redshift) there are various

selection biases from each survey, which may have an

impact on our results, especially when we split the data

into smaller subsets. The unlensed surveys typically

probe more massive galaxies than the lensed surveys

which could introduce differences in the clumps present,

however, we do not find significant differences in the

scaling relationships of data from these two types of sur-

veys. These selection effects still do weight the overall

data set at high-redshift more heavily towards massive

galaxies which are easier to observe (Figure 2). The un-

lensed surveys at z > 1 tend to have higher limits to

the spatial resolution which introduces the possibility of

some of the observed clumps actually being complexes

of smaller clumps whose properties are more similar to

those observed in the lensed surveys, which still results

in much the same scaling relations albeit with different

scatter. However, it is unknown at this point what per-

centage of the clump population observed in these un-

lensed high-redshift surveys may actually be clump com-

plexes since clumps of similar radius are also observed

in lensed surveys with lower resolution limits (Jones et

al. 2010; Livermore et al. 2012; Walth et al. 2018).

While gravitational lensing provides the opportunity for

better spatial resolution it should be noted that there

are larger uncertainties involved (particularly in spatial

measurements) due to the lensing model. In order to test

the influence of these selection effects we fit the lensed

and unlensed high-redshift samples individually (with no

local analogs; Appendix A). The slopes between these

two fits are consistent within the uncertainties at around

L ∝ r2 indicating that these two sample types follow the

same scaling relationship.

The results of fitting the overall data set is largely in-

fluenced by the group of z ≈ 0 H II regions since this

provides many more data points than the high-redshift

samples. This is fine if the physical process and scaling

relations are the same for these samples, but as dis-

cussed in Section 4.1 there is evidence that these H II

regions are not the best local analog due to the lower

ΣSFR than the high-redshift star forming regions (part

of this difference is of course due to a sensitivity limit at

high-redshift) and the inclusion in the full data set cre-

ates a large scatter. This scatter results in very differ-

ent scaling relations when fitting with and without these

z ≈ 0 objects (∼ r3 and ∼ r2 respectively), so resolving

this issue would be highly beneficial in determining the

processes occurring in clump formation at high-redshift.

Better spatial resolution and surface brightness sensitiv-

ity of the more massive galaxies typical of the unlensed

sample may help resolve this since these are currently

the galaxies that tend to have similar measured ΣSFR
as the local H II regions. However, if the beam smearing

effects discussed in Section 4.2 and Fisher et al. (2017)

are important then these galaxies will typically also have

much higher intrinsic ΣSFR than what we are currently

measuring causing them to be offset from the z ≈ 0 H II

regions. If, on the other hand, there is a sensitivity limit

causing us to currently miss clumps with lower SFR and



24 Cosens et al.

LHα there may be lower luminosity clumps at the same

size scales as our high-redshift unlensed samples.

The absence of large clumps characteristic of the high-

reshift samples which also have very low ΣSFR (lower

right region of Figure 5) similar to the z ∼ 0 H II regions

indicates that such a sensitivity limit is likely affecting

our observations and fitting. In particular this may be

forcing the slope of the low ΣSFR subset to a higher

value, closer to L ∝ r3. To investigate this we calculated

the observed flux density which corresponds to clumps

with these lower values of ΣSFR at z ∼ 1 and z ∼ 2

(illustrated in Figure C1 in Appendix C). The actual

sensitivity limit for each instrument will be dependent

on the configuration and will vary with the performance

of the AO system (if one was used). The lack of large,

low ΣSFR clumps in Figure 5 indicates that such a limit

is impacting the clump population being observed.

Differences in how extinction was accounted for be-

tween samples can introduce an additional source of

bias in our investigation. Not accounting for the effects

of extinction in the determination of LHα may cause

some clumps to be artificially shifted down on the size-

luminosity plots. There are some studies used here that

do not take this into account for their measurements.

Among the lensed samples, Swinbank et al. (2009);

Jones et al. (2010) do not account for extinction ef-

fects, while Livermore et al. (2012, 2015); Walth et al.

(2018) correct for the average extinction in each galaxy.

Among the unlensed samples, Genzel et al. (2011); Fre-

undlich et al. (2013); Mieda et al. (2016); Fisher et al.

(2017) correct for the average extinction while Wisnioski

et al. (2012) do not apply a correction. Among the H II

regions Kennicutt et al. (2003); Bastian et al. (2006);

Monreal-Ibero et al. (2007) correct for the extinction

of individual star forming regions, Arsenault & Roy

(1988) contains some objects corrected for average host

galaxy extinction and others uncorrected, and Gallagher

& Hunter (1983); Rozas et al. (2006) do not apply a

correction. In Mieda et al. (2016) (z∼1, unlensed) cor-

recting for extinction resulted in an average increase in

LHα by a factor of ∼ 2. Figure C2 in Appendix C il-

lustrates the effect of adding this average correction to

studies which had not accounted for it. Due to where

the data from these studies fall on the size luminosity

plot this results in an increase in scatter at large clump

sizes and the same decrease at small sizes (0.8 dex for a

conservative Av = 2mag correction). This is a relatively

small effect and likely does not significantly change the

scaling relations we determine.

H II regions measured in the SMC & LMC (Kenni-

cutt & Hodge 1986), IC10 (Hodge & Lee 1989), and

NGC 6822 (Hodge et al. 1989b) were not included in

this analysis, but were plotted with the data and scal-

ing relationships determined here to check that the fits

are physically realistic at lower size scales. These star

forming regions have similar ΣSFR to the H II regions

used throughout this paper but still appear to follow the

∼ r2 scaling of the fit without the z ≈ 0 H II regions

just with the intercept shifted down.

It should be noted that some of the values mea-

sured at lower size scales could be affected by stochas-

tic sampling of the stellar initial mass function (IMF)

of the clump regions. In simulations performed by

Calzetti et al. (2012) a lower limit on size of 200

pc is used to avoid these effects by keeping the SFR

above 1.3× 10−3M� yr−1. Below this limit they report

that stochastic sampling of the IMF would have an im-

pact on measurements of SFR indicators like LHα. This

SFR limit corresponds to LHα∼ 3× 1038ergs s−1 with a

Chabrier IMF (Chabrier 2003), a value which some of

the data used in this study does fall below–particularly

among the z ≈ 0 H II regions. This may add to the un-

certainty in the measurements of lower luminosity star

forming clumps, but is not likely to have a significant

effect on the results using the high-redshift data of this

study.

6. SUMMARY/CONCLUSION

We compiled a comprehensive set of data on the sizes

and luminosities of both local and distant resolved star

forming regions from the literature. These data sets

were carefully binned based on differences in surveys

and clump properties to exhaustively explore potential

size-luminosity scaling relationships using MCMC fit-

ting with PyStan. We find the following trends and

conclusions from this analysis:

1. There is a large scatter of order 4 dex in luminos-

ity for a given clump or H II region size. This

scatter may significantly impact the inferred size-

luminosity scaling relationship, depending on the

choice of sample used in the fit. For example, if

the local star forming data from Fisher et al.

(2017) and Nguyen-Luong et al. (2016) are used

then the scaling relation determined is L ∝ r2. If

the set of z ≈ 0 H II regions are also included then

the scaling relationship becomes L ∝ r3.

2. We observe a break in the size-luminosity scaling

relation based on the measured clump ΣSFR at

1 M� yr−1 kpc−2. Clumps with lower ΣSFR tend

to have luminosities that scale closer to ∼ r3, while

clumps with higher ΣSFR tend to have luminosi-

ties that scale with ∼ r2. This is true for both the
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low-redshift sample and the entire collated data

set.

3. We find that the L ∝ r3 scaling can be explained

by clumps that are well represented by Strömgren

spheres which are smaller than the scale height

of the disk. We find that if the Strömgren ra-

dius is larger than the scale height of the disk and

some ionizing photons are escaping, then the non-

spherical geometry may result in a L ∝ r2 scal-

ing. Alternatively, star formation regions driven

by Toomre instability may result in a ∼ r2 scal-

ing of the high ΣSFR clumps, but is unable to be

extended the low ΣSFR clumps to yield a ∼ r3

scaling.

4. If there exists a power-law break in the size-

luminosity scaling relationship of star forming re-

gions, this may indicate a secondary dependence

on additional clump properties. We investigated

the dependence of the size-luminosity relationship

with respect to the host galaxy gas fraction (fgas)

and clump velocity dispersion (σ), but further

data on these parameters are still needed to do

a thorough investigation. Additional IFS studies

would provide kinematics for galaxies and clumps,

while ALMA observations of molecular gas would

provide accurate gas fractions for host galaxies and

individual clumps.

5. Spatial resolution effects observed for high-redshift

(unlensed) galaxies may alter the measured prop-

erties (rHα, LHα, ΣSFR) of the clumps. If

such beam smearing effects are wide-spread then

this could result in an increased artificial scat-

ter, but does not influence the scaling relation

results from the applied power-law break at

ΣSFR= 1M� yr−1 kpc−2.

6. We find no evidence for redshift evolution of the

clump size-luminosity relation, but more data at

higher-redshift bins are still needed. The dif-

ferences in slopes between redshift bins can not

be separated from the potential effects of the

small sample sizes and larger uncertainties at high-

redshift.

7. We find a scaling relation L ∝ r2 for both high-

redshift lensed and unlensed clump data sets that

are consistent within the uncertainties. Yet we

point out that these are still small data sets that

should be expanded for further investigation, in

particular the high-resolution lensed sample.
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APPENDIX

A. LENSED VS. UNLENSED OBSERVATIONS

We have binned the data sets into gravitationally lensed and unlensed high-redshift observations. This was done to

test for any influences of selection biases in the data that is typically gathered from lensed versus unlensed surveys

at higher redshift. Lensed surveys provide enhanced spatial resolution and can allow us to extend our analysis to

lower luminosity galaxies due to the magnification effects (Livermore et al. 2015), which results in the tendency

towards lower mass galaxies than can be probed by unlensed surveys. However, the lensing model does introduce

larger uncertainties on the measured values, particularly when it comes to the size of clumps.

As is shown in Figure A1 there is a very slight difference between the nominal slope values of the lensed (LHα∼ r2.10)

and unlensed (LHα∼ r2.27) fits, however these values are consistent within the uncertainties. This indicates that
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regardless of the selection differences between the two types of studies, the scaling relations determined from each are

consistent. The small offset seen in the intercept between these two bins could then be caused by the effect of beam

smearing on the measurements of clump size and luminosity.

Figure A1. Clump size and luminosity relation for high-redshift lensed data sets (top) and unlensed data sets (bottom). Error
bars are shown to illustrate the large variations in each data set. NOTE: The z ≈ 0 H II regions and other local analogs are
excluded here since the large number of data points has an overwhelming influence on the fitting.
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B. BEAM SMEARING INVESTIGATION WITH OBJECT 42042481

In the investigation of beam smearing effects on measured clump properties we re-observed one of the brightest

galaxies of the IROCKS sample (unlensed, z ∼ 1 galaxy 42042481, Mieda et al. 2016) at a plate scale of 0.05” in

order to increase the resolution over the initial 0.1” plate scale. This resulted in a factor of 2 improvement in spatial

resolution (from ∼800 pc to ∼400 pc) and the largest clump breaking into two clumps nearly half the size originally

measured (Table 6). In addition to this clump breaking into smaller components, two new clumps (H* and I*) were also

detected in the 0.05” observations. In order to determine the cause of these additional clump detections we compare

the flux and ΣSFR of the clumps detected in the new 0.05” observation (binned to 0.1” resolution and un-binned)

with the clumps found in the previous 0.1” observations. This is shown in Figure B1 with clumps H* and I* having

higher flux and ΣSFR than some previously detected clumps. This therefore is not the driver of the new detections.

The quality of seeing on each night of observations could also lead to differences in clump detection. Therefore both

seeing measurements from the MASS/DIMM instruments on Mauna Kea (Table B1) and the PSF of the tip-tilt star

used for each observation (Figure B2) are compared. Both the PSF and seeing measurements across the two nights is

similar, suggesting this is not the cause of the new detections either and it is likely in our definition of Hα clumps.

Figure B1. Comparison of the flux (top) and ΣSFR of each clump detected in the 2014 0.1” observations, 2017 0.05”
observations, and the 2017 0.05” observations binned down to 0.1” resolution. The dashed lines show the scale of the PSF for
each night and plate scale of observations. The clumps which fall to the left of these lines would be considered unresolved.
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Table B1. MASS/DIMM Seeing Measurements

Instrument Mean Seeing Min Seeing Max Seeing Standard Deviation

(arcsec) (arcsec) (arcsec) (arcsec)

2014 November 8-9; 0.1” observations

DIMM 0.46 0.27 0.93 0.11

MASS 0.20 0.06 0.62 0.11

2017 August 11-12; 0.05” observations

DIMM 0.58 0.30 1.59 0.18

MASS 0.23 0.06 0.52 0.09

Figure B2. Comparison of the tip-tilt star PSF for the 2014 and 2017 observations at a plate scale of 0.1” and 0.05” respectively.
The smaller width of the 0.05” PSF could be a consequence of the lower peak flux as the width is smaller by a factor of ∼ 0.8
and the peak flux is lower by a factor of ∼ 0.6.
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C. ADDITIONAL FIGURES

The illustration in Figure C1 shows where sensitivity limits may lie on the size-ΣSFR plot at different redshifts in

this data set. The actual sensitivity limit of each study will vary widely based on the telescope/instrument used and

will even vary within studies based on lensing effects. To simplify this we only show the observed flux needed to detect

a clump at different levels of ΣSFR at z = 1 and z = 2.

Figure C2 illustrates the estimated influence of adding extinction corrections to the luminosities measured in studies

which did not already include these corrections. For these studies an average 2× increase in LHα would be expected.

Figure C1. Figure 5 comparing clump size and ΣSFR with additional curves related to the potential sensitivity limit. The
dashed black lines show the observed flux density at that ΣSFR for a z = 1 (black text) and z = 2 (blue text) source. All flux
densities are in units of erg s−1 cm−2 arcsec−2.

Figure C2. Clump size and luminosity for all the data used throughout this paper with illustration of the estimated influence
of adding extinction correction to those samples which do not already do this (data set #’s 1,2,7,10,12 from Table 1). The
correction used is the average of the affect observed in Mieda et al. (2016) of increasing LHα by a factor of ∼ 2. The correction
is only shown for a few of the z ≈ 0 H II regions (data set 10) but would apply to all.
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D. DYNAMICAL MASS OF CLUMPS

The dynamical mass (Mdyn) was estimated for all data which included a measurement of the clump velocity dispersion

(σ). This was calculated from Equation D1 in order to estimate the dynamical time (τdyn) of the clumps (Equation

D2).

Mdyn = 5
σ2rclump

G
(D1)

τdyn =

√
3π

32Gρ
, ρ =

Mdyn
4
3πr

3
clump

(D2)

The average Mdyn of all clumps with measured velocity dispersion is 2.7× 109 M� with an average dynamical time

of 3.5 Myr. The results of these calculations are listed in Table D1 for the IROCKS (Mieda et al. 2016) clumps as a

sample.

Table D1. Dynamical Mass and Time Esti-

mates for IROCKS sources

Object Mdyn τdyn

(Galaxy-Clump) (109 M�) (106 yrs)

Resolved

32016379-1 0.52 8.11

32016379-2 6.79 7.8

32036760-0 8.79 16.48

33009979-0 6.95 9.69

33009979-1 2.75 11.0

42042481-4 11.8 16.3

DEEP11026194-1 11.36 12.97

DEEP12008898-0 9.45 14.01

DEEP12008898-1 10.55 14.33

DEEP12008898-2 5.03 10.03

DEEP12019627-0 3.97 16.07

DEEP12019627-2 2.86 9.45

DEEP13017973-3 3.73 24.67

DEEP13017973-6 41.19 3.07

TKRS11169-2 21.39 7.4

TKRS11169-3 39.45 8.39

TKRS7187-4 24.59 11.44

TKRS7615-01-1 6.67 7.86

TKRS7615-01-2 13.26 8.31

TKRS9727-4 39.91 17.36

UDS11655-0 5.58 15.84

Unresolved

Table D1 continued
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Table D1 (continued)

Object Mdyn τdyn

(Galaxy-Clump) (109 M�) (106 yrs)

32016379-0 4.23 6.6

32040603-0 2.64 5.7

33009979-2 4.09 7.11

42042481-0 5.15 3.24

42042481-1 3.49 8.18

42042481-2 1.21 11.01

42042481-3 2.44 9.23

42042481-5 13.27 1.82

42042481-6 2.9 7.26

DEEP11026194-0 10.61 7.46

DEEP12019627-1 3.17 6.19

DEEP12019627-3 5.4 8.49

DEEP12019627-4 0.81 15.58

DEEP12019627-5 6.77 5.9

DEEP13017973-0 1.98 9.98

DEEP13017973-1 1.84 2.62

DEEP13017973-2 5.9 7.77

DEEP13017973-4 6.15 4.3

DEEP13017973-5 11.09 2.14

DEEP13017973-7 2.61 8.08

DEEP13043023-0 2.74 4.27

DEEP13043023-1 6.38 6.03

DEEP13043023-2 18.88 5.19

DEEP13043023-3 4.96 6.82

J033249.73-0 6.97 9.28

J033249.73-1 7.66 2.95

J033249.73-2 4.32 2.95

J033249.73-3 5.19 7.39

TKRS11169-0 5.16 4.57

TKRS11169-1 4.97 5.27

TKRS11169-4 5.22 6.14

TKRS7187-0 4.02 6.95

TKRS7187-2 6.99 5.52

TKRS7187-3 0.72 15.37

TKRS7187-5 10.34 3.29

TKRS7187-6 5.52 4.71

Table D1 continued
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Table D1 (continued)

Object Mdyn τdyn

(Galaxy-Clump) (109 M�) (106 yrs)

TKRS7615-01-0 5.16 7.57

TKRS7615-01-3 12.09 7.51

TKRS7615-01-4 4.24 5.97

TKRS7615-01-5 8.93 7.89

TKRS9727-0 2.08 9.77

TKRS9727-1 13.22 6.38

TKRS9727-3 2.01 6.51

TKRS9727-5 2.69 9.05

UDS10633-0 4.68 7.81

UDS11655-1 5.28 5.32

Note—Not all data sets included measurements
of σclump.
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